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Background

» What is multi-label learning?

Multi-class Classification Multi-label Learning

Many worth-exploring variants:
« Extremely Multi-label Learning

« Partial Multi-Label Learning
*  Multi-Label Active Learning

*  Semi-supervised Multi-label Learning

cat person, bus, bicycle



Background

» What is single positive multi-label learning (SPML)?

person dog bus bicycle  apple boat laptop  couch
(@) v X v v X X x X | = Multi-label Learning
Multi-label Learning
b v % 2 v ? % 2 2 _ o
(®) ' ' ' ' - with Missing Labels
(© v ? ? ? ? ? ? ? =) SPML

Only one single positive label is
annotated for each training image.




Background

» What is single positive multi-label learning (SPML)?

& Learn a multi-label classifier from a single-label dataset!

* Multi-class Classification:

« SPML:

“Only persons exist. .
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Background

» Why study single positive multi-label learning (SPML)?

IN label:

IN label: water bottle

bearskin

Main label:
trombone restaurant
Bl Objects: 3
 goblet
restaurant
water bottle

&
¢ PASCALZ

trombone

IN label:
bonnet

IN label:
consomme

Main label:
plate

Main label:
. wool

Common Objects in Context
Open Images Dataset V6 +

Objects: 2
wool
bonnet

Objects: 2
} consomme
soup bowl

Extensions

IN label:
o IN label: shoji
picket fence
Main label:
Main label: sliding door
o seashore
Objects: 4
sliding door
shoji

dining table
window shade

Objects: 2
| @l picket fence
'\ seashore

Some multi-class datasets like ImageNet Applies to many real-world scenarios Helps to relax the annotation
are found to being multi-label. (e.g. medical diagnosis). requirements for multi-label datasets.

 Dimitris Tsipras, et al., “From ImageNet to Image Classification: Contextualizing Progress on Benchmarks”, ICML, 2020.



Naive Solutions

y ™ =1: positive label

> Trained with only positive labels (Infeasible!) y{") =—1: negative label

y ™ =0 unannotated label

C
1
L(fm) y) Z Y =1 log(f™)]

c:l
predicted probabilities «—— — the indicator function

the number of classes
It would collapse to a trivial solution. J

> Trained with positive labels and assumed negative labels

“single positive” labels +——

Lan(E,yM) = == 31 oo log(f) + 1 oo log(1 — f)

Q=
i[~]a

& Good intuition! Because Negative labels are
the overwhelming majority of multi-label
Annotations. It can serve as a baseline of SPML.

f Elijah Cole, et al., “Multi-Label Learning from Single Positive Labels”, CVPR, 2021.



Take a Deep Look

P predicted probability
» Assuming-Negative (AN) Loss g : output logit

C
n mn 1 n n
Lan(F™,y™)) = - z_:l[]l[ygm:l] log(f{™) + 1 o _y log(1 — f™)]

» Gradient Regime of AN Loss r the same gradient regimes 1.0
ALy 0L Op [ —e 9 2 05
ﬁ—f— = - log(p) ;l: 89 B ap a—g B i]_ + e*gi’ Ye 1 "%
L_ = —log(l—p) 0L _0L_06p | 1 ; y™ =0 o
0g ~ 9p Og ltes 8 os
’ —1.0 A
> What’s wrong? P — : . 0

Logit
1. Dominance of Assumed Negative Labels

2. Introduced Label Noise & Unannotated labels need to be properly treated

during training, or more specifically, be treated

3. Over-Suppression for Confident Positive Predictions with a better gradient regime.




Acknowledging the Unknown

& Making any unrealistic assumptions would
confuse the model. How about acknowledging the

.. ] 2
> Entropy-MaX|m|zat|on (EM) 1 0SS fact that these unannotated labels are unknown?

i (f(n) ’ y(n)

IIMQ

S 1) log( f(")) -+ 11[ (n) O]QH(f(n))]
H(f) = —[fi log(fi™) + (1 — ™) log(1 — £™)]

\ We maximize the entropy of predicted

] ] robabilities for unannotated labels.
» Gradient Regime of EM Loss P

___________
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L, = —log(p) —> dg dp 0g 1+e 9 g

Lo = alplogp+ (1—p)log (1 - p) 0Ly _ 0LoOp _{—aefloge ) ) _
dg op 09 ' _(1+e79)% ; ‘

a quite different one



Acknowledging the Unknown

» Gradient Regime of EM Loss

0Ly 0Ly Op
L, = —]Og(p) :> dg B dp Og B
Lo = alplogp+ (1—p)log (1 —p)] 0Ly _ 0Lg Op _

dg dp Og

» What can EM loss help?

1. Learning from Annotated Labels Preferentially

In early training, EM loss can provide small gradients
for the ambiguous predictions of unannotated labels.
EM loss tends to keep these ambiguous predictions,
and thus is capable of providing small gradients for
them throughout training.

___________

P —e 9
Tre "
—ae 9loge 9 (n) _
COtenz s YT
a quite different one
1.0 4 — AN/EM loss (£.)

—— AN loss (£_)
= EM loss (L)

Loss Gradient
o
o
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Acknowledging the Unknown

» Gradient Regime of EM Loss

0L, OLL Op
Ly = —log(p) ; dg  Jp 09
Ly = alplogp+ (1 —p)log (1 — p)] 0Ly _ 0Ly Op _

dg dp 9y

» What can EM loss help?

1. Learning from Annotated Labels Preferentially

In early training, EM loss can provide small gradients
for the ambiguous predictions of unannotated labels.
EM loss tends to keep these ambiguous predictions,
and thus is capable of providing small gradients for
them throughout training.

___________
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a quite different one
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(Training losses of annotated labels on PASCAL VOC)
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Acknowledging the Unknown

» Gradient Regime of EM Loss

0Ly 0Ly Op
L, = —]Og(p) :> dg B dp Og B
Lo = alplogp+ (1—p)log (1 —p)] 0Ly _ 0Lg Op _

dg dp Og

» What can EM loss help?

2. Mitigating the Effect of Label Noise

There are no false negative labels, which prevents the
model from producing incorrect negative predictions.
Though unannotated positive labels still exist, the
model trained with EM loss would mainly focus on
the annotated ones.

___________

P —e 9
Tre "
—ae 9loge 9 (n) _
COtenz s YT
a quite different one
1.0 4 — AN/EM loss (£.)

—— AN loss (£_)
= EM loss (L)
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Acknowledging the Unknown

» Gradient Regime of EM Loss

0Ly 0Ly Op
L, = —]Og(p) :> dg B dp Og B
Lo = alplogp+ (1—p)log (1 —p)] 0Ly _ 0Lg Op _

dg dp Og

» What can EM loss help?

3. Maintaining Confident Positive Predictions

When the logit is large enough, the gradients of
unannotated labels would decline and even approach
zero as the logit goes larger, which helps to maintain
these confident positive predictions.
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One More Step Forward

@ Taking full advantage of EM loss, can we
provide more precise supervision for the model

. ' i 2
> “Tolerance” of Pseudo-Labellng and then further improve its performance”

Low-Tolerance Strategy High-Tolerance Strategy |
(high score threshold or low sample proportion) VS (low score threshold or high sample proportion)

\ There is a nature trade-off between the provided
supervision and the introduced noise.

> lIssue: Positive-Negative Label Imbalance

PASCAL VOC MS-COCO

[ Positive [ Positive
0.8 i Negative 0.8 i Negative

o
o~

Proportion
o
~

Proportion

0.2 0.2

0.0
0 5 10 15 0 20 40 60

Class Index Class Index

(Proportions of unannotated positive and negative labels)



One More Step Forward

» Asymmetric Pseudo-Labeling (APL)

Low-Tolerance Strategy
(high score threshold or low sample proportion)

High-Tolerance Strategy
(low score threshold or high sample proportion)

» Additional Tricks for Pseudo-Labeling

» Self-paced Procedure
« Soft Labels
* Reweighting

For positives (do not generate any pseudo-labels)

For negatives (adopt a 90% sample proportion)

Algorithm 1 Asymmetric Pseudo-Labeling

Input: Training set D and model fr,, trained with Eq. 3 for Ty, epochs
Parameter: Total training epoch T}, sample proportion 6% and loss weight 3
Output: Well-trained model f;

1: i Ty, 0% <+ 0%/(T:, — Tw)

2: repeat
3 Generate pseudo-labels using f; by following Eq. 6
4 Train fi+1 from f; with Eq. 8

5: 14— 1+ 1
6: until early stopping or ¢ =T}
7: return f;




Experiments

» Benchmark Results

Ann. Labels Methods vOoC CcOoCoO NUS CUB
ALLP. & AILN.|| BCE loss | 890.4240.27 76.7840.13 52.084£0.20 30.00+0.64
1P.& AN, || BCEloss | 87.6040.31 71.304019 46454027 20.65+1.11
AN loss | 85.804038 64.9240.10 42274056 18311047
DW 86.9810.36 67.5940.11 45.714£0.23 19.15+0.56
LIR 85.0740.31 64444020 42.1540.46 17.59+1.82
LoR 85.0640.36 64414024 42.7240.12 17.7141.79
LS 87.0040.21 67.1540.13 43774020 16.260.45
1P &0ON. N-LS 88.1240.32  67.1540.10 43.86:£0.54  16.82+0.42
EntMin | 53.1642.81 32.5245.55 10.3843.64 13.0840.15
Focal loss | 87.5940.58 68.7940.14 47.00£0.14  19.80+0.30
ASL 87.76+0.51 68.7840.32 46.93+0.30 18.81+0.48
ROLE | 87.774£0.22 67.0440.19 41.6340.35 13.6640.24
ROLE4LI | 88.2640.21 69.1240.13 45.9840.26 14.86-20.72
EM loss | 89.0940.17 70.7040.51 47.1500.11 20.8520.42
LP & ON o\l Joss+APL | 89.1940.31 70.8740.23 47.590.22 21.84-0.34

(Experimental results with mAP on four SPML benchmarks)

mm) Oracles

AN Loss and
Improved AN Loss

mmp OUIS



Further Analysis

» Distinguishability of Model Predictions

Training Set of MS-COCO Training (Una.) Test
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(Wasserstein distances between the distributions of the predicted (Densities of predicted probabilities on the
probabilities for unannotated positive and negative labels) “person” class of MS-COCO)
» Class-wise Performance Improvement
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Further Analysis

» Generalization Evaluation by Loss Landscapes

AN Loss EM Loss

03 @ 0.10
02 3

03 @

-0.05

The model trained EM loss would
converge to a flatter minimum, which
contributes to better generalization.

82 st -@- BCE loss (Ign.)
& > .~ BCE loss (Neg.)

80 4 e ~®- EM loss .
ol ~®- EM loss+APL Our method can be generalized to
20% 50% 80% other similar tasks.

Ann. Label Rate

f Hao Li, et al., “Visualizing the Loss Landscape of Neural Nets”, NeurIPS, 2018.



Further Analysis

» Qualitative Results

Pos. Labels AN loss
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Highlights

EM loss APL
1.0 4 — AN/EM loss (£.) Algorithm 1 Asymmetric Pseudo-Labeling
AN loss (£-) Maintain confident | Imput: Training set D and model fr, trained with Eq. 3 for T\, epochs
0.5 - — EMloss (£o) positive predictions | Parameter: Total training epoch Ti, sample proportion 8% and loss weight /3

Loss Gradient

/

1o false negative labels

T

Small gradients
for ambiguous predictions

Output: Well-trained model f;

i i+ T, 0'% + 0%/ (T2 — Tw)

2: repeat

3 Generate pseudo-labels using f; by following Eq. 6
4: Train fiy1 from f; with Eq. 8

5 t+i+1

6: until early stopping or ¢ = T}

7: return f;

-5

0 5 10

Logit

This work focuses on single positive multi-label learning, an extreme of weakly
supervised learning problem.

we choose to treat all unannotated labels from a novel perspective, and hence
propose our entropy-maximization loss (with a special gradient regime) and
asymmetric pseudo-labeling (with asymmetric-tolerance strategies).

Our method achieves SOTA results on all four SPML benchmarks and various

analyses are provided to verify its effectiveness and rationality.
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